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[18 pts.] 5. Concurrency Control.

Assume the following interleaved, serializable transaction execution schedule:

T1 T2 T3
LX(X) LX(Z)
R(X R(Z)
LWX(Y $7C0MM i
UN& X ol ngm{‘f/t
L?g) U Lseo
R R(X)
W) 0N
WY
fasible conik. — LX(Z)
-
Ry UN(X)
UN(Z)
UN(Y)
[6 pts.] a. Does the locking scheme conform tofm phase locking requirement§? Why
or why not?

Yes, because .all 3 transactions complete their locking operations
before their first unlocking operation.

[6 pts.] b. What is the concept of isolation in interleaved transaction execution? Identify
an advantage and a disadvantage of isolation.

jsolation\means that a transaction should not reveal its uncommitte
esults o other fra ions.
Adv: No cascading rollbacks

Dis: The system executing each operation of a transaction achieves
less concurrency.

[6 pts.] c. Does the above schedule support isolation? If yes, explain why. Ifnot, is it
possible to change the lock and unlock sequence without changing the interleaved
sequence of reads and writes so that isolation is supported? Explain your answer.

No it does not, since T2 reads uncommitted update value of X by T1.
No, since hould not release its exclusive lock on X until its
commit point, which is afterits W(Y).

Commit pont skl oftes (st tromsiction.
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[14 pts.] b.|Is the above sehedule accepted by the timestamping protocol? Prove or disprove H\@._” le ngmmﬁmﬁﬁﬁ Om, Q.wbmm—oﬁOD ﬁ@@ﬂ@mﬁﬁm OﬁmHmﬁOD
your answer by showihg the read and write timestamps of each variable during the transaction %.—WH:PUA. ..—va
X,

execution.
, . > if TS < write TS(x)

w_umaﬁ_o: " reject & restart
/ \ R w R w R w clse
/ ! ———— e S =X
ek w.wo: Y &\1 0 0 TNy | %) 0 wf mxoM:ﬂm read
s 3 0 0 0 0 0 0
1] el ..E_.@wu A@ _ (0) [read TS(x) £ max(read TS(x), TS)
_ R1(X) A_ﬂo i1 0 0 0 0 0 %wﬁﬂm@,ﬂmv /* assume read before write */
_ 1<) reject & restart
o Lwa(y) T 1 @ 0 0 0 J
Q1 \ 0<y)] else
g \Wa0g)| ! 9 "1 @ © 0 lexecute write
g@ﬁ@ ! : g ¥ 2| &) |write TS&TS
) | =
R1(Y) \A @ 1 1 1 @ 2 0
. 1 1 K 2 0
W1(Y) _Ae 1 Q &
R2(Y) Nﬁ@ 1 1 w C 2 0
w2(Y) 7 1 1 @ 2 2 0
R2(X) 2 (| 2 Q 2 2 2 0
W2(X 2 2 2 2 2 0
W1 @) ﬁ |

TS{Ti): .c.:ﬁ:m mxma timestamp for trans Ti; assigned by the db system before Ti starts execution
If a trans Ti has timestamp TS(Ti) and a new trans Tj enters the system, then TS(Ti) < TS(Tj)
write_TS(X):

the largest timestamp of any trans that successfully executes write(X)

read_TS(X):

the largest timestamp of any trans that successfully executes read(X)
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